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Abstract   Intraclass correlation coefficient (ICC) measures the extent of agreement and consistency among 
raters for two or more numerical or quantitative variables.  This review paper aimed to present several tables that 
could illustrate the minimum sample sizes required for estimating the desired effect size of ICC, which is a 
measurement of the magnitude of an agreement. Determination of the minimum sample size under such 
circumstances is based on the two fundamentally important parameters, namely the actual value of the ICC and 
the number of observations made by each subject. The sample size calculations are derived from Power Analysis 
and Sample Size (PASS) software where the alpha and minimum required power is fixed at 0.05 and higher than 
0.80 respectively. A discussion on how to use these tables for determining sample sizes required for each of the 
various scenarios and the limitations associated with their use in each of these scenarios is provided. 
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Introduction 

Intraclass correlation coefficient (ICC) is a 
statistical estimate that measures the extent 
of agreement between at least two 
quantitative measurements. While kappa 
statistic measures the extent of agreement 
for categorical variables, ICC measures the 
extent of agreement for numerical or 
quantitative variables. Apart from 
measuring the extent of agreement, ICC is 
also designed to measure the degree of 
reliability, consistency and stability. The 
concept, theory and the application of ICC 
have been well described previously 
(Bartko, 1966; Bartko, 1976; Shrout and 
Fleiss, 1979; Hunt, 1986; Taylor, 2010).  

Sample size estimation is an 
important initial step when researchers are 
planning the design and conduct of their 
study. However, it can be difficult for 
researchers to estimate empirically the 
minimum sample size requirement if they 
are not statisticians. To the best of our 
knowledge, there is a lack of research 

conducted on how to estimate a minimum 
sample size required in determining the 
value of ICC. Although a sample size 
formula is available for this purpose, 
researchers who are not mathematicians 
and/or statisticians would prefer to use a 
table to determine the minimum sample 
sizes required for their studies. The purpose 
of the present review paper is to provide a 
simple guide in the form of a table to 
estimate a minimum sample size required 
to obtain the desired value of intraclass 
correlation coefficient, which is also the 
effect size of ICC.  

Several tables are presented as a 
guide to assist researchers in determining 
the minimum sample size required for 
estimating the desired effect size of ICC. 
This review paper will cover both the 
methodology on which the sample size 
determination for obtaining a desired 
effect size of ICC is based, and 
discussion on how to use the tables for 
sample size determination in various 
circumstances. 
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Sample size calculation using PASS 
software 
In this review paper, the calculation of the 
minimum sample size to estimate the value 
of ICC was performed by using Power 
Analysis and Sample Size (PASS) software 
(version 11.0.7; PASS, NCSS, LLC). The 
formula for minimum sample size (n) 
estimation using the PASS software is 
derived from other previous studies (Walter 
et al., 1998; Winer et al., 1991). 
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Power is pre-specified to be at least 0.80 
and 0.90. The value of alpha is pre-
specified to be 0.05 (which represents the 
probability of a type I error). As mentioned 
earlier, the concept of ICC arises from a 
need to quantify the extent of agreement 
among raters when the ratings are in the 
form of at least two quantitative 
measurements. These measurements can 
be made by a person (either rater or 
observant) or by an instrument. Thus, 
calculations were made to obtain the 
minimum sample size required for 
determining the value of ICC when the 
ratings are made by raters or instruments. 
In this paper, the number of raters is 
denoted as (k), and it can range between 2 
to 10. However, the number of raters can 
be as high as 20, 30, 40, 50, 60, 70, 80, 90 
and 100, etc. especially for a larger scale 
study. Two other parameters that also 
require to be taken into account when 
determining the minimum sample size for 
ICC are the values of R0 and R1. R0 is the 
value of ICC that is pre-specified in the null 
hypothesis if it is true, while the value of R1 
is the value of ICC that is pre-specified in 
the alternative hypothesis. Sometimes the 
values of R0 and R1 are also denoted as 

acceptable and expected reliability, 
respectively.  

The values of R0 and R1 are pre-
specified in the two opposite conditions 
such as: 

(i) When the agreement in the null 
hypothesis (R0) is pre-specified to be equal 
to 0.0 while R1=0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 
0.8, 0.9.  
(This is meant to test whether or not there is 
a statistically significant extent of 
agreement when it is initially assumed there 
is no agreement exists between the 
ratings). 

(ii) When the agreement in the null 
hypothesis (R0) is pre-specified to be not 
equal to 0.0 such as; R0=0.3 vs. R1=0.5, 
R0=0.4 vs. R1=0.6, R0=0.5 vs. R1=0.7, R0=0.7 
vs. R1=0.9, R0=0.9 vs. R1=0.95 and R0=0.9 
vs. R1=0.97. 
(This is meant to test whether or not there is 
a statistically significant extent of 
agreement when it is initially assumed there 
is already a certain extent of agreement 
exists between the ratings). 

The two different settings above are 
meant to illustrate the two opposite 
scenarios for sample size planning that are 
necessary for conducting both reliability and 
agreement studies. The sample size 
calculations based on these two different 
settings are presented as a guide for 
researchers to determine the desired 
sample size required for conducting both 
reliability and agreement studies. To 
illustrate how the above formula could be 
used, let’s take for an example there are 
three raters (k=3) who measure the 
reliability of their measurements by pre-
specifying an acceptable reliability and an 
expected reliability of 0.0 and 0.2 
respectively (and where power is set to be 
at least 80% while the value of alpha is set 
to be 0.05). Thus, the minimum sample size 
required for this case is calculated as 
follows: 
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Power sets at 80%, thus 2.0=8.0-1=β  
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Hence, the minimum sample size required 
for the above is calculated to be 
approximately 60 or 61 patients. 

Interpretation of the results and review 
of their significance 

Determination of the value of intraclass 
correlation coefficient (ICC) does not 
usually require a large sample, especially if 
the aim is to determine a high level of 
agreement with a large value of ICC, when 
it is initially assumed to be no agreement 
exists between the ratings (i.e. when the 
agreement in the null hypothesis (R0) is 
pre-specified to be equal to 0.0) (Table 1a 
and Table 1b). For example, with a pre-
specified value of alpha with 0.05 and a 
pre-specified power of at least 0.8, a 
minimum sample size of 152 is required to 
detect the smallest possible value of 0.2 
for ICC when it is initially assumed there is 
no agreement exists between the ratings 
[i.e. when the agreement in the null 
hypothesis (R0) is pre-specified to be equal 
to 0.0] and there are at least two 
observations made by each subject. On 
the other hand, in order to detect the 
smallest possible value of 0.7 for ICC, a 
minimum sample size of only 10 is 
required, as shown in Table 1a.  

As the total number of observations 
made by each subject increases, the 
minimum sample size required will 
decrease. The minimum sample size 
required will not differ too greatly if the total 
number of observations made by each 
subject is large (especially 20 or more), no 
matter what the desired effect size for the 
ICC can be. For example, the minimum 
sample size required could range from two 
to five when the total number of 
observations made by each subject is at 
least 20 (Table 1b).  

When power is set to be at least 
80.0% and p-value is set to be equal to 
0.05, the number of subjects required 
would be affected by the total number of 
observations made by each subject (as 
mentioned earlier) and also by the actual 
values of effect size for ICC (i.e. R0 and R1) 
(Tables 2a, 2b and 2c). For example, to 
detect a sizeable strong level of agreement 
of 0.7 when there is only a low existing 
level of agreement within the null 
hypothesis (that is assumed to be 0.5), a 
minimum sample of 63 is required (Table 
2b). On the other hand, a minimum sample 
of only 50 is required if the aim is to detect 
a very strong agreement of 0.95 when 
there is already a high existing level of 
agreement within the null hypothesis that is 
assumed at 0.9 (Table 2c). This illustrates 
that in order to detect a higher level of 
agreement, a smaller sample size will be 
required if there is already a high existing 
level of agreement. 

Discussion 
Sample size of ICC for test-retest 
reliability 
Test-retest reliability studies usually 
measure the level of consistency between 
two numerical or quantitative ratings at 
two different times. Some studies have 
used Pearson’s correlation coefficients to 
measure the level of test-retest reliability 
(Feldman et al., 1982; Lemasney et al., 
1984; Mann et al., 1985). However, the 
use of Pearson’s correlation coefficients 
to assess the level of consistency can be 
misleading because Pearson's product-
moment correlation coefficients are only 
measuring the correlation between two 
different ratings and do not take into 
account the presence of any systematic 
biases in both ratings (Bartko, 1976). 
Therefore, a more accurate method to 
measure the level of statistical 
consistency is ICC when two ratings are 
made from numerical or quantitative 
variables.  

Test-retest reliability is usually applied 
to determine the level of consistency for 
the purpose of validating a questionnaire 
design, especially during the initial pilot 
test. In a validation study of Children 
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Depression Inventory, ICC was used to 
measure the test-retest reliability of the 
total score for evaluating depression in 
children (Tan et al., 2013). This is in order 
to determine to what extent the total score 
for evaluating depression in children are 
found to be consistent, despite obtaining 
the total scores at two different times. 
Researchers usually aim to achieve a high 
level of consistency between the two total 
scores, in order to ensure that the 
questionnaire has a high degree of 
reliability. Since this test-retest reliability 
will only involve two observations, 
therefore the minimum number of sample 
required will be 22, 15 and 10 for 
detecting the values of ICC of 0.5, 0.6 and 
0.7 respectively (Table 1a).   

If a researcher plans to determine 
the level of agreement for a particular 
score in a questionnaire between two 
responses in time 1 and time 2; the 
proposed statement for deriving its 
sample size would be as follows: “The 
objective of this study is to determine the 
level of agreement for the score that 
assesses the level of satisfaction of the 
same respondents at two different periods 
(time 1 and time 2) by determining its test-
retest reliability.” Sample size calculation 
will be derived from formula of ICC test 
using the PASS software. When alpha 
and power are fixed at 0.05 and lower 
than 80% respectively, a minimum sample 
size of 22 is sufficient to detect the value 
of 0.50 for the ICC (Table 1a). An 
additional twenty percent of drop-out rate 
is usually included to make up for those 
respondent(s) who  would fail to attend 
the follow-up session (i.e. re-test). Hence 
the number of sample size required would 
be inflated to 28 (i.e. 22/0.8 = 27.5).  

A small sample size is usually 
required for estimation of ICC and this is 
preferable because test-retest reliability 
usually is conducted during an initial pilot 
study involving only a small sample (Tan 
et al., 2013). In addition, it can be costly 
to perform a reliability estimation study by 
assessing the test-retest reliability as it 
may necessitate rewarding each 
respondent an incentive to encourage 
them for participating again during the 
follow-up. 

Sample size requirement for estimating 
ICCs when the value of ICC in the null 
hypothesis can be assumed equal to zero 

This scenario usually occurs when 
researchers aim to demonstrate that scores 
obtained from certain observations or 
performances have found to be consistent 
when it is reasonable to initially assume no 
consistency in the first place. In other 
words, the researchers aim to demonstrate 
that a certain level of agreement exists 
between two consecutive scores because 
the level of agreement between them is 
found not to be zero.  

For example, a researcher aims to 
determine the consistencies of the Glasgow 
Coma Scale (GCS) scores given by the 
medical officers who assess patients with 
traumatic injury. The scores given by them 
could range between three and 15, where a 
higher score would indicate a more severe 
form of traumatic injury. The initial 
assumption is that there is no consistency 
or agreement found between the scores 
given by the medical officers; which mean 
that the level of agreement between them is 
set to be 0. However, the researchers aim 
to determine whether the level of 
consistency or agreement between the 
scores could be as high as 0.5 or even 
higher than 0.5, hence the level of 
agreement between them is set to be 0.5. In 
a hypothetical case, there are a total of five 
junior medical officers in a department who 
would be assessing traumatic injury and 
each of them would give his or her Glasgow 
Coma Scale (GCS) score. Therefore, the 
statement for sample size determination 
would be as follows: “The aim of this study 
is to determine the level of an inter-rater 
agreement of Glasgow Coma Scale (GCS) 
score for patients with traumatic injury rated 
by five junior medical officers”. When each 
medical officer is allowed five chances of 
rating (for assessing patients with traumatic 
injury), a minimum sample size of 6 patients 
with traumatic injury would be required to 
be assessed by each medical officer to 
achieve the statistical significance for an 
alpha-value set at 0.05 and with the 
minimum power of at least 80.0% (Table 
1a).  
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Sample size requirement for estimating 
ICCs when the value of ICC in the null 
hypothesis can be assumed not equal to 
zero 
Researchers usually pre-specify that the 
R0≠0 within the null hypothesis when they 
aim to establish the fact that a certain level 
of agreement already exists by inter-rater or 
intra-rater assessment. This means that the 
researchers have assumed that the ratings 
are already known to be consistent in the 
first place and therefore, the R0 is pre-
specified to be more than zero. In this 
scenario, researchers will usually aim for 
detecting a higher level of agreement 
between the ratings and thus R1 is always 
been set to be higher than R0. For example, 
a researcher would like to determine the 
level of agreement found in the scores 
given by the medical officers who assess an 
X-ray image of a head injury. The range of 
scores is between 0 and 10 where a higher 
score indicates a more severe form of a 
head injury. The initial assumption is that 
the scores given by the medical officers are 
found to be consistent; hence level of 
agreement between them is set to be 0.5. 
However, the researcher claims that this 
level of agreement could possibly be as 
high as 0.7. In a hypothetical case, there 
are a total of nine medical officers in a 
department who would be assessing head 
injury and each of them would give his or 
her score for the severity of the head injury. 
The statement for sample size 
determination would be as follows: “The aim 
of this study is to determine the level of an 
inter-rater agreement of a score that 
assesses the severity of head injury by nine 
medical officers based on an X-ray image”. 
When each medical officer is allowed nine 
chances of rating (for assessing patients 
with head injury), a minimum sample size of 
23 patients with head injury would be 
required to be assessed by each medical 
officer to achieve the statistical significance 
for an alpha-value set at 0.05 and with the 
minimum power of at least 80.0% (Table 
2b).  

In this particular situation when the 
value of ICC in the null hypothesis can be 
assumed not equal to zero, for the sake of 
brevity, only a few possible values for both 
the R0 and the R1 were tabulated (Tables 2a, 

2b and 2c). This is because there are so 
many possible different values for both the 
R0 and the R1 and therefore re-calculation 
will be necessary if the researcher aims to 
determine the estimated sample size 
required for detecting the various effect 
sizes of the ICC apart from those already 
presented in the tables. 

Sample size requirement for estimating 
ICCs which are assessed from ratings 
obtained from two different rating 
methods or instruments 

Previous studies had already demonstrated 
both the utility and applicability of using the 
ICC to compare the consistency of ratings 
obtained from two different rating methods 
or instruments (Bland and Altman, 1986; 
Bland and Altman, 1990). Consider a 
scenario where a new weighing machine 
“A” had been developed and a researcher is 
interested to find out to what extent the 
measurements obtained from machine “A” 
would agree with those obtained from the 
existing weighing machine “B” which is 
currently regarded as the gold standard. In 
this situation, it is recommended that the 
researchers to pre-specify a high value (for 
ICC) of R0 of at least 0.90 in the null 
hypothesis and then aim for an even higher 
value (for ICC) of R1 of at least 0.95 or 0.97 
in the alternative hypothesis. The minimum 
sample size required for this purpose would 
then range between 18 and 50. Therefore, 
the statement for sample size determination 
would be as follows: “The aim of this study 
is to determine a high level of agreement 
between readings obtained from weighing 
machine A and weighing machine B”, which 
means that two observations would be 
made for each subject).  It is recommended 
to pre-specify a high value (for ICC) of R0 at 
0.90 in the null hypothesis and a higher 
value (for ICC) of R1 at 0.97 in the 
alternative hypothesis. This to ensure that 
the study has indicated that a minimum 
level of agreement as shown by ICC = 0.90 
is expected in the first place, but the aim is 
to establish that the targeted level of 
agreement should in fact be much higher, 
as shown by the value of ICC which 
exceeds 0.97. Therefore, based on only two 
observations made on each subject, a 
sample size of at least 18 is required to 
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achieve statistical significance for an alpha-
value set to be 0.05 and with a power of 
more than 80.0% (Table 2c).  

Nevertheless, ICC is not 
recommended to be the only statistical 
measure for use as an indicator of 
agreement between two ratings. “Technical 
Error of Measurement” (TEM), has been 
adopted by the International Society 
Standardization Advancement in 
Kinanthropometry (ISAK) for the 
accreditation of anthropometrics practice in 
Australia (Perini et al., 2005). Thus, for this 
example, researchers will need to calculate 
TEM to further estimate the level of 
statistical precision in the data analysis. 
TEM was also used in many other fields of 
studies (Duthie et al., 2002; Sheppard et al., 
2006; Jamaiyah et al., 2010). 

TEM is considered as one of the more 
reliable indicators for measuring the level of 
agreement than ICC because a higher 
value of ICC does not necessarily mean 
there is less variability among the ratings 
(Lee et al., 2012). TEM also provides an 
indication of the presence of variability 
among the ratings, which is not provided by 
ICC. A commonly acceptable range for the 
value of relative TEM is less than 2.0% 
(Perini et al., 2005), which means that the 
level of variability among the ratings is still 
within acceptable limits. Therefore, it is 
strongly advisable for researchers to 
measure the relative TEM after the required 
sample size has been obtained, and the 
relevant statistics have been calculated for 
the reliability estimation study. 

Other considerations 
Although the present review paper offers a 
simplified guide to estimate the minimum 
sample size required for determination of 
the value of ICC, it is often recommended 
for researchers to obtain much bigger data 
than the minimum sample size had 
suggested. For example, if a minimum 
sample size requirement is 10, therefore 
researchers would be recommended to 
collect an additional of 20% to 30% to make 
up for any possible loss of data due to drop-
outs or missing data.  

Usually, in the conduct of a pilot study, 
only a small sample size is required; 
therefore it is likely for a high level of 

variability to be found in the responses. In a 
test-retest reliability study, a researcher 
who wants to achieve the ICC value of at 
least 0.7 would obtain the minimum sample 
size of 10 subjects (Table 1a). However, 
due to the presence of high level of 
variability in the way the subjects would 
response to the questions; the researcher 
might have to obtain a larger sample, of at 
least 15 to 20 subjects, in order to offset the 
high level of variability found in the 
responses. The specific advantage of 
recruiting a much larger sample for a 
reliability estimation study is to enable the 
researchers to detect with statistical 
significance a much smaller value of ICC, 
such as 0.6. However, if it is possible to 
minimize the level of variability in the ratings 
obtained by ensuring them to be generated 
by an instrument or machine, then 
researchers can then depend on the 
simplified guide to obtain an estimate of the 
required minimum sample size. 

If a researcher would like to conduct a 
reliability estimation study which aims to 
estimate a value of ICC that has not been 
provided by the guide (Tables 1a, 1b, 2a, 
2b and 2c); it is always valid to recommend 
that the researcher to first identify the value 
of ICC from the guide which is closest to 
what the researcher has aimed for. 
However, a larger sample size than what 
this guide specifies would be required in 
this instance. For example, if a researcher 
would like to estimate a value of ICC to be 
0.75, and the minimum sample size for 
estimating this particular value of ICC has 
not been provided by this guide; therefore it 
is recommended for researchers to 
determine the minimum sample size 
required for estimating a value of ICC to be 
0.7, since it will invariably yield a larger 
sample. By obtaining a larger sample size 
than necessary, this would ensure it will 
have sufficient power to estimate this 
particular value of ICC for a particular pre-
specified alpha-value.  

Determining the minimum sample size 
required for estimating the value of ICC is 
usually based on the research objectives as 
shown by the various examples described 
previously. However, the use of the ICC 
could be confused with correlation tests in 
measuring the strength of association.  This 
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is because correlation test aims to address 
different research objectives and therefore, 
a different formula is required to estimate 
the minimum sample size (Bujang and 
Baharum, 2016). In general, the minimum 
sample size required for estimating the 
desired value of ICC is small, especially 
when a researcher aims to estimate a very 
high value of ICC.  

However, some studies do require 
large sample size so that the sample 
statistics will have closer approximation to 
the actual population parameters. This is 
often true when conducting a survey where 
there are many research objectives and 
statistical analyses involved (Bujang et al., 
2012; Bujang et al., 2015).  

 

Conclusion 
This review article has demonstrated the 
sample size guidelines for ICC. These 
guidelines are useful for a quick sample 
size planning with regards to research 
question that require the use of ICC to 
answer the particular research question. 
For studies that aim to measure a very high 
agreement, TEM has also to be 
incorporated in the result besides ICC. 
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Table 1a   Sample size requirement for intraclass correlation with power = 80% and 90%; alpha = 
0.05, observation per subject from 2 to 10 and R0 is set at 0 
 

Observation 
per Subject ICC 

Number of 
subjects 

(power=80%) 

Number of 
subjects 

(power=90%) 

 

Observation 
per Subject ICC 

Number of 
subjects 

(power=80%) 

Number of 
subjects 

(power=90%) 

2 0.2 152 210 
 

6 0.6 4 6 
 0.3 66 91 

 
 0.7 4 5 

 0.4 36 50 
 

 0.8 3 4 
 0.5 22 30 

 
 0.9 3 3 

 0.6 15 20 
 

7 0.2 15 21 
 0.7 10 13 

 
 0.3 9 12 

 0.8 7 9 
 

 0.4 6 8 
 0.9 5 6 

 
 0.5 5 6 

3 0.2 60 83 
 

 0.6 4 5 
 0.3 28 39 

 
 0.7 3 4 

 0.4 17 23 
 

 0.8 3 4 
 0.5 11 15 

 
 0.9 3 3 

 0.6 8 10 
 

8 0.2 13 18 
 0.7 6 8 

 
 0.3 8 11 

 0.8 4 6 
 

 0.4 6 8 
 0.9 3 4 

 
 0.5 4 6 

4 0.2 35 49 
 

 0.6 4 5 
 0.3 18 24 

 
 0.7 3 4 

 0.4 11 15 
 

 0.8 3 3 
 0.5 8 10 

 
 0.9 2 3 

 0.6 6 8 
 

9 0.2 11 15 
 0.7 5 6 

 
 0.3 7 9 

 0.8 4 5 
 

 0.4 5 7 
 0.9 3 4 

 
 0.5 4 5 

5 0.2 24 34 
 

 0.6 4 5 
 0.3 13 18 

 
 0.7 3 4 

 0.4 8 12 
 

 0.8 3 3 
 0.5 6 8 

 
 0.9 2 3 

 0.6 5 6 
 

10 0.2 10 14 
 0.7 4 5 

  0.3 6 9 
 0.8 3 4 

  0.4 5 6 
 0.9 3 3 

  0.5 4 5 
6 0.2 18 26 

  0.6 3 4 

 0.3 10 14 
  0.7 3 4 

 0.4 7 10 
  0.8 3 3 

 0.5 5 7 
  0.9 2 3 
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Table 1b   Sample size requirement for intraclass correlation with power = 80% and 90%; alpha = 
0.05, observation per subject from 20 to 100 (gap of every 10) and R0 is set at 0 
 

Observation 
per Subject ICC 

Number of 
subjects 

(power=80%) 

Number of 
subjects 

(power=90%)  
Observation 
per Subject ICC 

Number of 
subjects 

(power=80%) 

Number of 
subjects 

(power=90%) 

20 0.2 5 7  60 0.6 2 3 
 0.3 4 5  

 0.7 2 3 
 0.4 3 4  

 0.8 2 3 
 0.5 3 4  

 0.9 2 2 
 0.6 3 3  70 0.2 3 4 
 0.7 3 3  

 0.3 3 3 
 0.8 2 3  

 0.4 3 3 
 0.9 2 3  

 0.5 2 3 

30 0.2 4 6  
 0.6 2 3 

 0.3 4 4  
 0.7 2 3 

 0.4 3 4  
 0.8 2 2 

 0.5 3 3  
 0.9 2 2 

 0.6 3 3  80 0.2 3 4 
 0.7 2 3  

 0.3 3 3 
 0.8 2 3  

 0.4 3 3 
 0.9 2 2  

 0.5 2 3 

40 0.2 4 5  
 0.6 2 3 

 0.3 3 4  
 0.7 2 3 

 0.4 3 4  
 0.8 2 2 

 0.5 3 3  
 0.9 2 2 

 0.6 3 3  90 0.2 3 4 
 0.7 2 3  

 0.3 3 3 
 0.8 2 3  

 0.4 2 3 
 0.9 2 2  

 0.5 2 3 

50 0.2 4 5  
 0.6 2 3 

 0.3 3 4  
 0.7 2 3 

 0.4 3 3  
 0.8 2 2 

 0.5 3 3  
 0.9 2 2 

 0.6 2 3  100 0.2 3 4 
 0.7 2 3   0.3 3 3 
 0.8 2 3   0.4 2 3 
 0.9 2 2   0.5 2 3 

60 0.2 3 4   0.6 2 3 

 0.3 3 4   0.7 2 3 

 0.4 3 3   0.8 2 2 

 0.5 2 3   0.9 2 2 
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Table 2a Sample size requirement for intraclass correlation for R0≠0 vs R1 
(R0=0.3 vs R1=0.5 and R0=0.4 vs R1=0.6) and alpha=0.05 

R0=0.3 vs R1=0.5 R0=0.4 vs R1=0.6 

Observation 
per subject 

Number of 
subjects 

(power=80%) 

Number of 
subjects 

(power=90%) 

Observation 
per subject 

Number of 
subjects 

(power=80%) 

Number of 
subjects 

(power=90%) 

2 109 151 2 87 120 
3 60 83 3 51 71 
4 45 62 4 40 56 
5 37 52 5 35 48 
6 33 47 6 31 44 
7 30 43 7 29 41 
8 29 40 8 28 39 
9 27 38 9 27 38 

10 26 37 10 26 36 
20 22 31 20 22 32 
30 20 29 30 21 30 
40 20 28 40 21 29 
50 19 27 50 21 29 
60 19 27 60 20 29 
70 19 27 70 20 29 
80 19 27 80 20 28 
90 19 26 90 20 28 

100 19 26 100 20 28 

Table 2b  Sample size requirement for intraclass correlation for R0≠0 vs R1 
(R0=0.5 vs R1=0.7 and R0=0.7 vs R1=0.9) and alpha=0.05 
 

R0=0.5 vs R1=0.7 R0=0.7 vs R1=0.9 

Observation 
per subject 

Number of 
subjects 

(power=80%) 

Number of 
subjects 

(power=90%) 

Observation 
per subject 

Number of 
subjects 

(power=80%) 

Number of 
subjects 

(power=90%) 

2 63 87 2 19 25 
3 39 55 3 13 18 
4 32 45 4 11 16 
5 28 40 5 10 14 
6 26 37 6 10 14 
7 25 35 7 10 13 
8 24 33 8 9 13 
9 23 32 9 9 13 

10 22 32 10 9 13 
20 20 28 20 9 12 
30 19 27 30 8 12 
40 19 27 40 8 11 
50 19 26 50 8 11 
60 19 26 60 8 11 
70 18 26 70 8 11 
80 18 26 80 8 11 
90 18 26 90 8 11 

100 18 26 100 8 11 
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Table 2c  Sample size requirement for intraclass correlation for R0≠0 vs R1 
(R0=0.9 vs R1=0.95 and R0=0.9 vs R1=0.97) and alpha=0.05 

R0=0.9 vs R1=0.95 R0=0.9 vs R1=0.97 

Observation 
per subject 

Number of 
subjects 

(power=80%) 

Number of 
subjects 

(power=90%) 

Observation 
per subject 

Number of 
subjects 

(power=80%) 

Number of 
subjects 

(power=90%) 

2 50 68 2 18 24 

3 36 50 3 13 18 

4 31 44 4 12 16 

5 29 41 5 11 15 

6 28 39 6 10 14 

7 27 38 7 10 14 

8 26 37 8 10 14 

9 26 36 9 10 14 

10 25 36 10 10 13 

20 24 34 20 9 13 

30 23 33 30 9 13 

40 23 33 40 9 12 

50 23 33 50 9 12 

60 23 33 60 9 12 

70 23 33 70 9 12 

80 23 32 80 9 12 

90 23 32 90 9 12 

100 23 32 100 9 12 
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